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1
AUTOMATING ESTABLISHMENT OF
INITIAL MUTUAL TRUST DURING
DEPLOYMENT OF A VIRTUAL APPLIANCE
IN A MANAGED VIRTUAL DATA CENTER
ENVIRONMENT

BACKGROUND

As cloud computing becomes more affordable every year,
the demand of software defined data centers in the cloud is
on the rise. Rolling out a new data center for a customer
involves deploying a plethora of management software
typically bundled as virtual appliances. These virtual appli-
ances, which are usually in the form of virtual machines, are
stored in centralized storage and are accessed and deployed
during data center creation which is typically done by a
deployment and bring-up script.

A typical deployment environment starts with the appli-
ances connected only to an isolated network. This assump-
tion becomes the foundation for developer’s confidence that
such a setup is not vulnerable and hence establishing trust is
ignored at the first step. After the first step, proper security
is established for the deployed appliances and communica-
tions with the deployed appliances is then secure. However,
the first step in the initial deployment of virtual appliances
in the data center as well as in the later deployment of new
virtual appliances, leaves a gap in security. It is important to
close this gap in security.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 depicts data center and deployment of a virtual
machine.

FIG. 2 depicts a sequence diagram for deployment of a
virtual machine according to an embodiment.

FIG. 3 depicts a sequence diagram for deployment of a
virtual machine according to an embodiment.

FIG. 4 depicts a sequence diagram for deployment of a
virtual machine according to an embodiment.

DETAILED DESCRIPTION

FIG. 1 depicts data center and deployment of a virtual
machine. A data center 102 includes a hypervisor 104 and a
hypervisor 106 for supporting virtual machines such as
virtual appliances. Hypervisor 104 supports a data center
manager 108, which may be a virtual machine, along with a
virtual machine, virtual machine X (VMX) 110. Hypervisor
106 supports a number of virtual machines VM1 112, VM2
114, VM3 116. VM3 116 includes a data center manager
client process 122, a trust store 124, a TLS/SSH client
process 126 and a VM3 public digital certificate 128. VMX
110, which is the machine deployed in the data center at the
request of VM3 116, includes a VMX public certificate 118
and a TLS/SSH server process 120. VMX 110 is configured
to operate as a TLS/SSH server to VM3 116 which is
configured to operate as a TLS/SSH client.

FIG. 2 depicts a sequence diagram 200 for deployment of
a virtual machine according to an embodiment. Execution of
steps 202-218 assumes that it is possible to inject secrets into
a virtual machine to be deployed and to retrieve arbitrary
files from the virtual machine’s virtual disk. In step 202,
VM3 116 requests the deployment of VMX 110. In step 204,
data center manager 108 injects the public digital certificate
for VM3 116 into a properties attribute of VMX 110. The
public digital certificate contains, among other data items, a
public key for VM3 116 along with the issuer’s digital
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signature to establish authenticity of the public key. In step
206, data center manager 108 deploys VMX 110 to run on
hypervisor 104. In step 208, the VMX 110 reads its prop-
erties attributes and obtains the injected public digital cer-
tificate. In step 210, VMX 110 adds its public key to the set
of authorized VMX keys. In step 212, data center manager
108 reads an accessible disk file of VMX 110 and obtains the
public digital certificate of VMX 110 and in step 214, sends
the certificate to VM3 116. In step 216, VM3 116 stores
locally the public key for VM3 116. In step 218, VM3 116
establishes a secure connection with VMX 110 using the
VMX public key. At this point, VM3 116 has the public key
for VMX 110 and VMX 110 has the public key for VM3 116
so that a symmetric secret session key can be established for
communication between VMX 110 and VM3 116.

FIG. 3 depicts a sequence diagram 300 for deployment of
a virtual machine according to an embodiment. Execution of
steps 302-318 assumes that it is possible to execute arbitrary
commands in the deployed virtual machine’s environment
and it is possible to retrieve arbitrary files from the virtual
machine’s disk. In step 302, VM3 116 request deployment
of VMX 110. In step 304, data center manager 108 deploys
VMX 110 along with its public digital certificate. In step
306, data center manager 108, performs a command that
injects the public digital certificate for VM3 116 into the
authorized keys for VMX 110. In step 308, using a secure
channel, data center manager 108 obtains the public digital
certificate for VMX 110. In step 310, the data center
manager 108 sends the obtained digital public certificate to
VM3 116. In step 312, VM3 116 locally stores the public key
for VMX 110. In step 314, VM3 116 establishes a secure
connection with VMX 110 using the VMX public key. At
this point, VMX 110 has the public key for VM3 116 and
VM3 116 has the public key for VMX 110 so that a
symmetric secret session key can be established for com-
munication between VMX 110 and VM3 116.

FIG. 4 depicts a sequence diagram for deployment of a
virtual machine according to an embodiment. Execution of
steps 402-422 assume that it is possible to execution arbi-
trary commands in the virtual machine’s environment and it
is possible to retrieve arbitrary files from the virtual
machine’s disk. In step 402, VM3 116 requests to deploy
VMX 110 and includes secret A (SEC-A) and secret B
(SEC-B). In step 404, data center manager 108 injects
SEC-A and SEC-B into the properties attribute of VMX 110.
In step 406, data center manager 108 deploys VMX 110. In
step 408, VMX 110 reads SEC-A and sets its password to
SEC-A. In step 410, VMX 110 reads SEC-B and in step 412
stores SEC-B locally. In step 414, VM3 116 connects with
VMX 110 using a type of password-authenticated key
agreement (PAKE) protocol, such as the Secure Remote
Password (SRP) protocol, e.g., SRP-6. The SRP protocol is
avariant of Diffie-Hellman key agreement protocol based on
weak secrets (e.g., passwords) and results in each participant
sharing a symmetric secret session key. Thus, at this point,
both VMX 110 and VM3 116 share a symmetric secret
session key. In step 416, the connection between VM3 116
and VMX 110 is upgraded to a TLS session in one embodi-
ment. The protocol in TLS has two layers, a record protocol,
which encapsulates higher-level protocols and handles reli-
ability, confidential and compression of messages
exchanged over the connection, and a handshake protocol,
which is responsible for setting up a secure channel between
participants (server VMX and client VM3) and providing the
keys and algorithm information to the record protocol. Thus,
the TLS session provides security features such as identifi-
cation, authentication, confidentiality and integrity for the
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communication between VMX and VM3. In step 418, VMX
110 sends its public digital certificate to VM3 116, which is
verified by VM3 to establish a secure connection. In step
420, VM3 116 stores locally the public key for VMX 110
and in step 422, VM3 116 provides SEC-A over the secure
connection which is verified by VMX to authenticate VM3’s
identity.

Certain embodiments as described above involve a hard-
ware abstraction layer on top of a host computer. The
hardware abstraction layer allows multiple contexts to share
the hardware resource. In one embodiment, these contexts
are isolated from each other, each having at least a user
application running therein. The hardware abstraction layer
thus provides benefits of resource isolation and allocation
among the contexts. In the foregoing embodiments, virtual
machines are used as an example for the contexts and
hypervisors as an example for the hardware abstraction
layer. As described above, each virtual machine includes a
guest operation system in which at least one application
runs. It should be noted that these embodiments may also
apply to other examples of contexts, such as containers not
including a guest operation system, referred to herein as
“OS-less containers” (see, e.g., www.docker.com). OS-less
containers implement operating system-level virtualization,
wherein an abstraction layer is provided on top of the kernel
of an operating system on a host computer. The abstraction
layer supports multiple OS-less containers each including an
application and its dependencies. Each OS-less container
runs as an isolated process in user space on the host
operating system and shares the kernel with other contain-
ers. The OS-less container relies on the kernel’s function-
ality to make use of resource isolation (CPU, memory, block
1/0, network, etc.) and separate namespaces and to com-
pletely isolate the application’s view of the operating envi-
ronments. By using OS-less containers, resources can be
isolated, services restricted, and processes provisioned to
have a private view of the operating system with their own
process 1D space, file system structure, and network inter-
faces. Multiple containers can share the same kernel, but
each container can be constrained to only use a defined
amount of resources such as CPU, memory and I/O.

The various embodiments described herein may be prac-
ticed with other computer system configurations including
hand-held devices, microprocessor systems, microproces-
sor-based or programmable consumer electronics, minicom-
puters, mainframe computers, and the like.

One or more embodiments of the present invention may
be implemented as one or more computer programs or as one
or more computer program modules embodied in one or
more computer readable media. The term computer readable
medium refers to any data storage device that can store data
which can thereafter be input to a computer system. Com-
puter readable media may be based on any existing or
subsequently developed technology for embodying com-
puter programs in a manner that enables them to be read by
a computer. Examples of a computer readable medium
include a hard drive, network attached storage (NAS),
read-only memory, random-access memory (e.g., a flash
memory device), a CD (Compact Discs)—CD-ROM, a
CD-R, or a CD-RW, a DVD (Digital Versatile Disc), a
magnetic tape, and other optical and non-optical data storage
devices. The computer readable medium can also be dis-
tributed over a network coupled computer system so that the
computer readable code is stored and executed in a distrib-
uted fashion.

Although one or more embodiments of the present inven-
tion have been described in some detail for clarity of
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4

understanding, it will be apparent that certain changes and
modifications may be made within the scope of the claims.
Accordingly, the described embodiments are to be consid-
ered as illustrative and not restrictive, and the scope of the
claims is not to be limited to details given herein, but may
be modified within the scope and equivalents of the claims.
In the claims, elements and/or steps do not imply any
particular order of operation, unless explicitly stated in the
claims.

Plural instances may be provided for components, opera-
tions or structures described herein as a single instance.
Finally, boundaries between various components, operations
and data stores are somewhat arbitrary, and particular opera-
tions are illustrated in the context of specific illustrative
configurations. Other allocations of functionality are envi-
sioned and may fall within the scope of the invention(s). In
general, structures and functionality presented as separate
components in exemplary configurations may be imple-
mented as a combined structure or component. Similarly,
structures and functionality presented as a single component
may be implemented as separate components. These and
other variations, modifications, additions, and improve-
ments may fall within the scope of the appended claim(s).

What is claimed is:

1. A method for establishing a mutually authenticated
secure connection between a first and second virtual
machine to be deployed in a datacenter, comprising:

receiving a request to deploy the second virtual machine

in the data center;

in response to receiving the request, deploying the second

virtual machine along with a public digital certificate of
the first virtual machine;
informing the first virtual machine of a public digital
certificate of the second virtual machine; and

establishing a mutually authenticated secure connection
between the first and second virtual machines using the
public digital certificate of the first virtual machine and
the public digital certificate of the second virtual
machine.

2. The method of claim 1, further comprising:

injecting the public digital certificate of the first virtual

machine into property attributes of the second virtual
machine, wherein:

deploying the second virtual machine along with the

public digital certificate of the first virtual machine
comprises deploying the second virtual machine with
the property attributes of the second virtual machine
containing the public digital certificate of the first
virtual machine, wherein the second virtual machine
obtains a public key of the first virtual machine from
the property attributes.

3. The method of claim 1, further comprising:

using a command to inject the public digital certificate of

the first virtual machine into authorized keys of the
second virtual machine.

4. The method of claim 1, wherein informing the first
virtual machine of the public digital certificate of the second
virtual machine includes:

obtaining the public digital certificate of the second

virtual machine from a disk file of the second virtual
machine; and

sending the public digital certificate of the second virtual

machine to the first virtual machine.

5. The method of claim 1, wherein informing the first
virtual machine of the public digital certificate of the second
virtual machine includes:
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obtaining the public digital certificate of the second

virtual machine from a secure channel; and

sending the public digital certificate of the second virtual

machine to the first virtual machine.

6. A method for establishing a mutually authenticated
secure connection between a first and second virtual
machine to be deployed in a datacenter, comprising:

receiving a request to deploy the second virtual machine

in the data center, the request including a first secret
value and a second secret value;

in response to receiving the request, injecting the first and

second secret values into property attributes of the
second virtual machine prior to deploying the second
virtual machine; and

in response to receiving the request, deploying the second

virtual machine with the property attributes of the
second virtual machine containing the first and second
secret values,
wherein the second virtual machine reads the first secret
value from the property attributes of the second virtual
machine and saves the first secret value as a password
of the second virtual machine and the second virtual
machines reads the second secret value;
wherein the first virtual machine connects to the second
virtual machine using a password key agreement pro-
tocol to establish a secure connection between the first
and second virtual machines, using a session key estab-
lished by the password key agreement protocol;

wherein the first virtual machine upgrades the secure
connection to a TLS session and receives a public
digital certificate from the second virtual machine; and

wherein first virtual machine establishes a mutually
authenticated secure connection between first virtual
machine and the second virtual machine after verifying
the second secret value.

7. A non-transitory computer readable medium containing
instructions for establishing a mutually authenticated secure
connection between a first and second virtual machine to be
deployed in a datacenter, which when executed by one or
more processors performs the steps of:

receiving a request to deploy the second virtual machine

in the data center;

in response to receiving the request, deploying the second

virtual machine along with a public digital certificate of
the first virtual machine;
informing the first virtual machine of a public digital
certificate of the second virtual machine; and

establishing a mutually authenticated secure connection
between the first and second virtual machines using the
public digital certificate of the first virtual machine and
the public digital certificate of the second virtual
machine.

8. The non-transitory computer readable medium of claim
7, further comprising:

injecting the public digital certificate of the first virtual

machine into property attributes of the second virtual
machine, wherein:

deploying the second virtual machine along with the

public digital certificate of the first virtual machine
comprises deploying the second virtual machine with
the property attributes of the second virtual machine
containing the public digital certificate of the first
virtual machine, wherein the second virtual machine
obtains a public key of the first virtual machine from
the property attributes.

9. The non-transitory computer readable medium of claim
7, further comprising:
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using a command to inject the public digital certificate of
the first virtual machine into authorized keys of the
second virtual machine.

10. The non-transitory computer readable medium of
claim 7, wherein informing the first virtual machine of the
public digital certificate of the second virtual machine
includes:

obtaining the public digital certificate of the second

virtual machine from a disk file of the second virtual
machine; and

sending the public digital certificate of the second virtual

machine to the first virtual machine.

11. The non-transitory computer readable medium of
claim 7, wherein informing the first virtual machine of the
public digital certificate of the second virtual machine
includes:

obtaining the public digital certificate of the second

virtual machine from a secure channel; and

sending the public digital certificate of the second virtual

machine to the first virtual machine.

12. A computer system comprising:

a first hypervisor supporting a first virtual machine; and

a second hypervisor supporting a data management virtual

machine;

wherein the data management virtual machine is config-

ured to:

receive a request to deploy a second virtual machine in
the data center onto the second hypervisor;

in response to receiving the request, deploy the second
virtual machine along with a public digital certificate
of the first virtual machine;

inform the first virtual machine of a public digital
certificate of the second virtual machine; and

establish a mutually authenticated secure connection
between the first and second virtual machines using
the public digital certificate of the first virtual
machine and the public digital certificate of the
second virtual machine.

13. The computer system of claim 12, wherein the data
management virtual machine is further configured to:

inject the public digital certificate of the first virtual

machine into property attributes of the second virtual
machine, wherein:

to deploy the second virtual machine along with the

public digital certificate of the first virtual machine
comprises to deploy the second virtual machine with
the property attributes of the second virtual machine
containing the public digital certificate of the first
virtual machine, wherein the second virtual machine
obtains a public key of the first virtual machine from
the property attributes.

14. The computer system of claim 12, wherein the data
management virtual machine is further configured to:

use a command to inject the public digital certificate of the

first virtual machine into authorized keys of the second
virtual machine.

15. The computer system of claim 12, wherein being
configured to inform the first virtual machine of the public
digital certificate of the second virtual machine includes
being configured to:

obtain the public digital certificate of the second virtual

machine from a disk of the second virtual machine; and
send the public digital certificate of the second virtual
machine to the first virtual machine.
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16. The computer system of claim 12, wherein being
configured to inform the first virtual machine of the public
digital certificate of the second virtual machine includes
being configured to:

obtain the public digital certificate of the second virtual 5

machine from a secure channel; and

send the public digital certificate of the second virtual

machine to the first virtual machine.
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